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1
Discussion

1.1
Overview

SA1 has defined two types of networks to be supported for communication for automation in vertical domains [1]:

-
Type-a network: a 3GPP network that is not for public use and for which service continuity and roaming with a PLMN is possible. 

-
Type-b network: an isolated 3GPP network that does not interact with a PLMN. 
One of the key differences between type-a and type-b networks is that type-a networks also support service continuity and roaming with PLMNs according to clause 8.2.2.2 in [1]:


Subject to an agreement between the operators/service providers, operator policies and the regional or national regulatory requirements, the 5G system shall support mobility between a type-a network and a PLMN. 

This draft requirement seems to suggest that type-a networks and PLMNs are separate entities. Therefore the requirement uses terms like roaming and interworking, which are to be enabled between arbitrary type-a networks and PLMNs.
However, in the authors' understanding the key use case for type-a networks is that an MNO provides e.g. in-factory connectivity based on or as an extension (e.g. using locally deployed small cells and optionally other network functions like UPFs) of its macro network.

With this understanding in mind, type-a networks can also be defined as

-
Type-a network: a restricted subset of a PLMN that is not for public use and for which service continuity with the associated PLMN is possible.
Based on this definition, interworking and mobility between a type-a network and a PLMN refers to the question whether a subscriber of the type-a network may also access the associated PLMN or not.
On top of this, the roaming aspect can be interpreted in two ways:
-
whether subscribers of a different PLMN (i.e. not assicated with the type-a network) may also access type-a networks, i.e. whether in-bound roamers from other PLMNs are to be supported.
-
whether PLMN subscribers may access a PLMN via the same NG-RAN nodes that also support the type-a network, i.e. whether networks sharing/MOCN is assumed.
Both interpretations are discussed in the next two sections.

1.2
In-bound roaming support for type-a networks

It is important to emphasize that similar discussions on support of in-bound roamers from other PLMNs into restricted subsets of PLMNs have already happened during the Rel-8 and Rel-9 timeframe when the Closed Subscriber Group (CSG) concept was studied and standardized.

The main challenge of allowing in-bound roamers from other PLMNs into restricted subsets of a PLMN identified during for CSGs was that the subscription of an in-bound roamer, which is stored in and managed by the home network, needs to contain the identity of the restricted subset of a visited network (for CSGs the CSG ID) to enable the network to allow access for the in-bound roamer. Updating the home network subscription before or when roaming in an arbitrary visited network has however proven to be practically impossible to achieve.
As a result, the concept of VPLMN autonomous CSG roaming has been defined. The key idea was to introduce the CSG Subscriber Server (CSS), which is an optional element in the visited network that stores CSG subscription data for roaming subscribers (see also TS 23.401 [2] clause 4.4.11).
The benefit of the CSS solution was that in-bound roamers could be allowed access to a restricted subset of a VPLMN without having to rely on the HPLMN to update the subscription. Practically speaking the following steps are needed to access a CSG cell as an inbound roamer:
-
the IMSI of the in-bound roamer gets added to the CSS in the VPLMN;
-
manual selection mode is used to find and select the related CSG (this is necessary since the CSG ID cannot be assumed to be part of the CSG white list in case of VPLMN autonomous CSG roaming).

While it is not clear how many deployments of VPLMN autonomous CSG roaming exist, similar functionality could in principle be used to address support of in-bound roamers into type-a networks – assuming this is what SA1 was referring to in their draft requirement.
1.4
Network sharing
It is important to differentiate between an NG-RAN node and the logical networks, e.g. PLMNs or type-a and/or type-b networks that can be accessed via that NG-RAN node.

Similarly as RAN sharing for multiple PLMNs, the same could be assumed between a type-a network and various PLMNs that may want to use the same NG-RAN nodes, e.g. small cells in a factory, to enhance indoor coverage for their respective subscribers. 
The key difference to in-bound roaming support as outlined in the previous section is the granularity for which access is granted to additional subscribers. While in case of network sharing access to the shared NG-RAN nodes is granted on sharing partner, i.e. PLMN level, the solution presented in the previous section supports subscriber granularity.

1.3
Proposed way forward
The previous sections have shown that the SA1 requirements on interworking and roaming support allow for very different interpretations of the relationship between type-a networks and PLMNs. The same applies to the additional requirements on interworking and roaming support, which can lead to very different solutions with varying degrees of complexity.
We propose the following way forward: Start with the obvious use case for type-a networks (as discussed in Section 1.1), and in line with this, 
-
assume a type-a network as a restricted subset of a PLMN with
-
mobility referring to enabling (or not) a subscriber of the type-a network to also access the associated PLMN;

-
assume that RAN sharing between type-a networks and PLMNs is supported.
Changes in line with this are provided in Section 3 below.
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3
Proposal
The following change is proposed for TR 23.734.
*** First Change ***
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.
Type-a network: a restricted subset of a PLMN that is not for public use and for which service continuity with the associated PLMN is possible.
4
Architectural Assumptions and Principles
The following architecture assumptions and principles apply:

-
RAN sharing between a type-a network and one or multiple PLMNs is assumed to be supported.
*** Next change ***
5.X

Key issue X: PLMN access for type-a network subscribers
5.X.1
Description

Type-a networks are restricted subsets of a PLMN for use by authorized subscribers only, i.e. not available for public use. However, subscribers authorized to obtain connectivity and services from type-a networks may also be allowed to access selected services of the associated PLMN and obtain service continuity for selected services offered by the PLMN.

The open issues for this key issue are as follows:

-
How to ensure that subscribers authorized to obtain connectivity and services from type-a networks can also access the associated PLMN and obtain service continuity for selected services offered by the PLMN?

-
How to ensure that subscribers authorized to obtain connectivity and services from the PLMN only are not allowed service continuity into the type-a network?

*** End of changes ***
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